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ABSTRACT 
 
ULCD are very common in public health delivery 
systems; their measurements are particularly 
entrenched in the process of taking vital statistics 
of the patients and play a crucial role in the 
management of terminal ailments (e.g. 
hypertension and diabetics). This measurement 
could be the sole determinant that captures the 
severity of the ailment, during the period that the 
patient is around the clinic for a medical 
examination. Patients, for the sake of 
confidentiality, rarely go for their medical re-
examinations, more so, if they feel that their 
medical state is stable and “seem” safe. Hence a 
patient may completely jettison attendance at the 
clinic or handles it with levity and this will usually 
result into irregular attendance of the clinic. It is of 
paramount importance to note that a Bayesian 
methodology is the most appropriate for the 
analysis of the resultant irregular data. This work 
purports to provide such a methodology that can 
be adopted in the analysis of the said irregular or 
extremely few-entries, univariate data, such that 
the inference obtained will be as reliable as that 
from the analysis of regular and adequate data. A 
numerical illustration is shown to further exhibit 
the functionality of the proposed methodology.           
 

(Keywords: Bayesian analysis; ULCD; Markov Chain 
Monte Carlo, MCMC simulations; probability density 

distribution, PDF, rjags) 
 
 
INTRODUCTION 
 
Clinical data usually originates from clinical 
research that can be categorized as; 
observational studies, experiments, surveys, and 
their hybrids (i.e., a combination of a pair or the 
three categories) (Suresh and Chandrashekara, 
2012; Mathew and Murthy, 1998). All research 
has to be scientifically planned and properly laid-
out with good randomization processes to 
ameliorate or usurp the presence of any pertinent 

extraneous sources of errors that can possibly 
confound the essence of the research (Box et al, 
2005; Cochran and Cox, 1957).  
 
Univariate Longitudinal Clinical Data (ULCD) are 
born out of the observational study part of the 
research (Raffa, 2012; Wang et al., 2016; 
Barbieri et al., 2017). They are usually included in 
the vital statistics that are continuously taken 
whenever the experimental units (i.e., the 
concerned patients) come around for either a 
“fresh” medical consultation or subsequent re-
examinations. This approach to data generation 
is particularly useful whenever the ailment under 
study has been socially stigmatized (Okeefe and 
Rubin, 2014).  
 
The main problem of all categories of research is 
inability to quickly obtain the required, primarily 
sourced, sample size within the study period 
(Daniels and Hogan, 2008; Brown and Prescott, 
2006). A reliable inference can only be drawn 
from a research in which, at least, an optimum 
sample size was utilized (Cochran, 1977). 
However, if the study statistics are robust to lack 
of normality or Bayesian, then the scourge of too 
few samples can be averted (Luo, 2014). Now, 
not too many reliably strong study statistics are 
so robust as to lack of normality and this virtually 
leaves us with no alternative than to always 
desire Bayesian study statistics whenever our 
study ailment is, at least socially stigmatized. 
Socially stigmatized ailments are usually lethally 
incurable, terminal, and contagious. Most people 
will not want sufferers of such ailments (i.e. the 
study units) around them, most especially, when 
they do not have any “protective gadgets” in 
place. 
 
Bayesian study statistics are very useful even 
when there is only one sample datum as “prior” 
(Spiegelhalter et al., 2004: Luo, 2014). Before the 
application of Bayesian concepts in clinical 
research, many researchers have had to jettison 
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very expensive and useful research because of 
lack of adequate samples or data. They have also 
had to abandon research whenever some 
sizeable amount of the study units abscond or die 
(Norleans, 2001). This work is geared towards 
presenting a Bayesian approach to utilize very few 
samples from pertinent study units to synthesize 
the appropriate PDF with which the ailment could 
be properly studied with respect to the study units 
from which the data was obtained. The required 
data (i.e. ULCD) should be nonempty (i.e. must 
contain, at least one datum) and be taken with 
respect to particular members from the study 
units.  
 
 
MATERIALS AND METHODS 
 
Basic Theory 
 
This methodology will ultimately be coded and run 
in the rjags software package. The rjags package 
provides an interface from R (Crawley, 2007) to 
the JAGS (Just Another Gibbs Sampler) library for 
Bayesian data analysis. JAGS uses Markov Chain 
Monte Carlo (MCMC) to generate a sequence of 
dependent samples from the posterior distribution 
of the parameters. JAGS is written in C++ and is 
portable to all major operating systems. JAGS is 
designed to work closely with the R language 
(facilitated by both rjags and R2jags packages) 
and environment for statistical computation and 
graphics (http://www.r-project.org).  
 
Users of rjags should also endeavor to install the 
coda package for R to analyze the output. JAGS 
is a clone of BUGS (Bayesian Analysis Using 
Gibbs Sampling). Lunn et al (2009) contains a 
short history of the BUGS project. The rjags 
package does not include a copy of the JAGS 
library and hence it is required that its users must 
install this library separately. The rjags package 
does not use the command line interface, like 
JAGS, but provides equivalent functionality using 
R functions. Analysis using the rjags package 
proceeds in the following steps: 
 
1. Define the model using the BUGS language in 
a separate file. 
 
2. Read in the model file using the “jags.model” 
function. This creates an object of class “jags”. 
 
3. Update the model using the update method for 
“jags” objects. This constitutes a ‘burn-in’ period. 

4. Extract samples from the model object using 
the “coda.samples” function. This creates an 
object of class “mcmc.list” which can be used to 
summarize the posterior distribution. The coda 
package also provides convergence diagnostics 
to check that the output is valid for analysis 
(Plummer et al., 2006). 
 
 
RESULTS AND DISCUSSION 
 
In the management of some terminal ailments 
(e.g., hypertension and diabetes) in patients, 
some crucial measurements are usually made. 
The said measurements are so important that 
they have to be done at regular interval, at least, 
until perhaps, a stability of the monitored 
“indicator” is noticed (i.e., when the quantified 
“trait” that is reflected in the measurements 
converges to a value that seems to be “safe”).  
 
Usually, at the beginning of the management of 
the ailment, the patient is put on admission in a 
ward, so that the said trait can be effectively 
monitored until, at least, when the stable period is 
reached and the patient may be discharged with 
an advise to “imbibe” the “habit” that he/she was 
“subjected to” during the “stability seeking” period 
(i.e., period of his/her admission). Now suppose 
that a hypothetical out-Patient of hypertension of 
a Medical Centre, only revisited for re-
examinations for just twenty times after he was 
discharged and each time his systolic, 
“sphygmograph” reading was recorded along with 
his vital statistics. Assuming that his twenty (20) 
systolic readings are:  
 
98,160,136,128,130,114,123,134,128,107,123,12
5,129,132,154,115,126,132,136,130,  
 
then to ease task of following the four-steps 
algorithm described in the Methodology Section, 
the following R codes was written: 
 
> require(MatrixModels) 
 
> library(rjags) 
 
> systolic <-
c(98,160,136,128,130,114,123,134,128,107, 
123,125,129,132,154,115,126,132,136,130) 
 
> length(systolic) 
 
> sum(systolic) 
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> ( mn <- mean( xx <- rgamma( 10000, 2560.01, 
20.01 ) ) ) 
 
> ( md <- median( xx ) ) 
 
> curve( dgamma( x, 2560.01, 20.01 ), from=120, 
to=135, lwd=2 ) 
 
>  abline( v=mn, col="red", lwd=3 ) 
 
> abline( v=md, col="blue" ) 
 
> a.dat<-
list(systolic=c(98,160,136,128,130,114,123,134,1
28,107,123,125,129,132,154,115,126,132,136,13
0,NA), I=21) 
 
> cat("model { sigma2 <- 169;   tau <-1/sigma2; 
mu ~ dnorm(0,0.00001); 
  for (i in 1:21) { y[i]   ~ dnorm(mu,tau)} 
  p.above <- step(mu-125); p.below <- step(125-
mu); y.new ~ dnorm(mu,tau) }", 
  file="m1.jag") 
 

> a.ini <- list( list( mu=120 ), list( mu=125 ), list( 
mu=130 )) 
 
> m <- jags.model( file = "m1.jag", data = a.dat, 
n.chains = 3, 
  inits = a.ini, n.adapt = 2000 ) 
 
> res <-coda.samples( m, var = "mu" ,  n.iter = 
10000, thin = 10 ) 
 
> class(res) 
 
> str(res) 
 
> summary( res ) 
 
> par( mfrow=c(1,2) ) 
 
> plot( res )  
 
The output that was generated, when the codes 
were run on R (version 3.4.1) that; has its allied 
packages (e.g. rjags, coda), was properly linked 
to JAGS 4.3.0 is as contained in Figure 1. 

 
 

 
Figure 1: The Trace and Density Plots on the Population Parameter (  ) on the Systolic Data. 
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Figure 2: Sketch of the Posterior is “Bell-shaped” thus Stipulating that the Guess of Normality is Valid. 
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Figure 3: The Red Line is the Mean Line as well as the “Line of Symmetry”. 
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Figure 4: The Blue Line (i.e. the “Median line”) is Almost Superrimposing the Red Line (i.e. the “Mean 

line”). 
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CONCLUSION 
 
The systolic data is here presented as an example 
of ULCD; other examples can be from diabetics 
(e.g. the quantity of sugar in urine test) origin, HIV 
origin, and the Jaundice babies’ syndrome (e.g. 
the bilirubin monitoring situation), and any other 
situations in which a univariate variable, is used to 
quantify the severity of an ailment, has to be 
monitored. With respect to the R codes, its 
analysis is as contained below: 
 
1. The first couple of lines merely prepare R for 

the running of rjags codes. 
 

2. The third through fifth lines were used to feed 
the data. 
 

3. The sixth and seventh were used to obtain the 
sample size and sum of the data entries. 

 
4. The eighth through tenth were used to obtain 

measures of central tendencies (i.e. 
mn=mean and md=median) 
 

5. A guess that the prior is normal suggests that 
the posterior should be gamma, as stipulated 
in the eleventh and twelfth lines 
(diagrammatically, shown in Figure 2). The 
mean (Figure 3) and median (Figure 4) 
approximates to one another thus suggesting 
that the guess of normality of the prior is 
appropriate. 
 

6. The thirteenth through sixteenth lines resupply 
the data with an indication that it should be 
used for simulation later. The 21

st
 position 

contains “NA” (i.e., the location for simulated 
data entries).      
 

7. Lines 17 through 22 supply the model to 
JAGS 4.3.0 (through R). 
 

8. Lines 23 and 24 supply the initial values of the 
population parameter to JAGS 4.3.0 
 

9. Lines 25 through 27 inform JAGS 4.3.0 to 
execute all the simulation commands 
 

10. Lines 28 and 29 inform JAGS 4.3.0 to keep 
the trace and density plots of the result in the 
memory location named “res”. 
 

11. Lines 30 and 31 are for routine checks to 
know whether the output of JAGS 4.3.0 was 
correctly received by R. 

12. Line 32 informs R to summarize and present 
the result (as seen in Figure 1). 

 
Finally, the result contains the forecasted “would 
be” medical history (i.e., the trace and density 
plots of  ) of the patient with respect to the 

ailment if the patient maintains his/her habits and 
uses his/her drugs regularly. 
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