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ABSTRACT 
 
This paper studies the generative power of 
context-conditional grammars. It is proved that 
every recursively enumerable language can be 
generated by a context-conditional grammar of 
degree (1, 1) with no more than 5 conditional 
productions and 7 non-terminals. The result is 
based on the idea of using the so called Geffert 
normal forms for type-0 grammars. 

 
(Keywords: formal languages, generative power, 

context-conditional grammars) 

 
 
INTRODUCTION 
 
Context-free grammars are the most investigated 
type of Chomsky hierarchy. They have good 
mathematical properties and are widely used in 
many practical applications. They were first used 
to study human languages. More recent 
applications include the structure of mark-up 
languages such as HTML and XML. Another 
important application of context-free grammars 
occurs in programming languages specification 
and compilers design. However, context-free 
grammars cannot cover all aspects of natural and 
programming languages.  
 
Consequently, some more powerful regulating 
mechanisms that generate convenient proper sub-
class of the class of context-sensitive language 
and that exploit the advantage of the simple form 
of context-free productions are of interest. It is 
therefore natural to reduce this regulating 
mechanism without any decrease of the 
generative power. This paper demonstrates this 
reduction in terms of context-conditional 
grammars. 
 
It was proved in [2] that the class of recursively 
enumerable languages is generated by a context-
conditional grammar of degree (2, 1) with seven 

conditional productions and eight non-terminals. 
This paper investigates the generative power of 
context-conditional grammars of degree (1, 1). 
We improve on the degree and both the number 
of non-terminals and the number of conditional 
productions. Specifically it is proved that the 
class of recursively enumerable languages is 
generated by a context-conditional grammar of 
degree (1, 1) with five conditional productions 
and seven non-terminals. 
 
 
PRELIMINARIES 
  
It is assumed in this paper that the reader is 
familiar with the theory of formal language (see 

[4, 5]). For an alphabet  denotes the free 

monoid generated by  The unit of  is 

denoted by ε. Set . For 

 represents the length of . Set 

. For a 

finite subset  is the minimal 

non-negative integer , such that 

. 

 
In [1], it was proved that every recursively 
enumerable language is generated by a grammar 

, 

where P consists of context-free productions of 
the forms: 
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With respect to the rules above, the derivation of a 

word  can be divided into three stages: in 

the first stage  where 

 and   is obtained by 

using productions of the form 

, where   

and , in the second stage 

, where  

and   is obtained by using 

productions of the form  and , 

where and  

and in the third stage   is obtained 

by only using  

 
A context-conditional grammar, G is a quadruple 

 where N is a non-terminal 

alphabet, T is a terminal alphabet, 

 is the start symbol, and P is 

a finite set of productions of the form 

 where  

and  are finite sets. If  

 is a non-empty set, then the 

production is said to be conditional. G has degree 

 if for all productions 

  

For   directly 

derives  according to the production 

, denoted as 

for some 

  
The language generated by a context-conditional 

grammar,  is defined as . 

 
 
MAIN RESULT 
 
The main result of this paper is presented in this 
section. 
 
Theorem 1: Every recursively enumerable 
language is generated by a context conditional 
grammar of degree (1, 1) with no more than 5 
conditional productions and 7 non terminals. 
 

Proof: Let L be a recursively enumerable 
language. Then, there is a grammar: 
 

   
 
in the Geffert normal form such that 

. Construct the grammar: 

 

 
 
where 
 

 
and   contains the following five conditional 

productions: 
 

 
 

 
 

) 

 

 
 

 
 

To prove , consider a derivation 

 in by 

productions from  and the only one production 

 where  
*
  and   

T*  Then,    in    by 

productions from  . Further, by productions 

from  we obtain: 
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The inclusion follows by induction. 
 

To prove , consider a terminal 

derivation. Notice that to eliminate a nonterminal, 

there is  in the derivation. From production 4 

and the observation that there is no more than 

one  in the derivation (see productions 1, 2), 

there cannot be a terminal between any two non-
terminals. 
 
Therefore, the derivation is of the form 

 in  by productions from , 

where  
 

,  

and  w3 T
*
,  

and . 

 

Note that before  is eliminated, there is no 

occurrence of the substring  in the 

derivation. Then,    in  by 

productions from . We prove that   

 in . 

 

For  , the proof is done. 

 

If  , there is    in  : otherwise, 

 cannot be obtained and no nonterminal can be 

eliminated. To obtain  production 4 is applied. 

Therefore,  where 

 and   

otherwise, the conditions of production 4 are not 
met. 
 
Thus, at the beginning, only productions 1 and 2 
are applicable.  

 
 

 
 

 
 

 
 

 
 

 
 

   

 

Thus, if   in ,  

where , , 

 

 

Then,  in . 
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